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ABSTRACT
To mitigate the problem of over-dependence of a pseudo-relevance
feedback algorithm on the top-𝑀 document set, we make use of a
set of equivalence classes of queries rather than one single query.
These query equivalents are automatically constructed either from
a) a knowledge base of prior distributions of terms with respect to
the given query terms, or b) iteratively generated from a relevance
model of term distributions in the absence of such priors. These
query variants are then used to estimate the retrievability of each
document with the hypothesis that documents that are more likely
to be retrieved at top-ranks for a larger number of these query
variants are more likely to be effective for relevance feedback. Re-
sults of our experiments show that our proposed method is able
to achieve substantially better precision at top-ranks (e.g. higher
nDCG@5 and P@5 values) for ad-hoc IR and points-of-interest
(POI) recommendation tasks.
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1 INTRODUCTION
Standard pseudo-relevance feedback (PRF) methods, such as the
relevance model and its variants, have in general been shown to
improve overall retrieval effectiveness, such as mean average preci-
sion. However, these relevance feedback methods can sometimes, at
the cost of increasing recall, lead to decreasing the precision at the
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very top ranks (e.g. for ranks up to 5). This mainly happens because
the only source of information which is made available to a PRF
method is the top-retrieved set of documents retrieved in response
to a query. One of the limitations is that the effectiveness of the
PRF algorithms depends, to a large extent, on the choice of this set
(the top-retrieved 𝑀 documents), which makes these algorithms
less robust and more sensitive to the variations in the chosen set of
pseudo-relevant set of documents [9, 28].

Researchers have explored different approaches to increase the
overall retrieval performance, e.g., by learning the appropriate num-
ber of feedback terms for query expansion [24], or by selectively
using effective feedback terms either by supervised [10] or learning
an optimal policy for feedback term selection using reinforcement
learning [23]. It was reported in [9] that despite an average per-
formance increase over a set of topics, relevance feedback does
not perform well on a large number of topics. One major prob-
lem with relevance feedback is that a large number of top ranked
(pseudo-relevant) documents may not truly be related to the core
information need of the query thus leading to a detrimental effect
on the retrieval effectiveness for a large number of topics after
query expansion. The study [28] argues that some relevant docu-
ments may also in fact act as poison pills and hurt post-feedback
effectiveness specially in terms of precision.

Our work in this paper aligns with the approaches that seek to
estimate a robust set of feedback documents by, generally speaking,
employing a document selector function to decide which documents
from the top-ranked ones to include in the feedback set. Instances
of such work include [18], which uses overlapping clusters of docu-
ments to find a number of dominant clusters of documents, and [15],
which uses a classification approach to decide which documents to
include in the feedback set. A key novelty of our work with respect
to the existing thread of work for feedback document selection is
that our approach does not rely on one single query for estimating this
selector function. Specifically, our PRF algorithm makes use of an
automatically constructed equivalence class of queries instead of a
single query, and then uses the query variants to execute multiple
retrieval steps. We then leverage the notion of retrievability [3] of a
document to estimate the likelihood of its usefulness for relevance
feedback. We rely on the assumption that if a document is retrieved
at high ranks for a higher number of query variants, it is more
likely to be relevant to the information need of the original query
and hence more likely to be useful for PRF.

As a way to automatically generate query variants, we lever-
age information from semantic associations between term pairs,
which act as weak supervision signals affecting the subsequent
feedback step (hence we call our proposed feedback method weakly
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supervised relevance model, or WSRM for short). We argue that our
feedback approach is particularly expected to work well in situa-
tions where these term pairs are available as manually annotated re-
sources (e.g. knowledge bases). In the absence of a knowledge-base
(as in ad-hoc IR), we use a local co-occurrence matrix of term pair
relations. Specifically, we construct a graph representing words as
nodes, the edge weights between nodes reflecting the co-occurrence
likelihoods [27]. We conduct a random walk on this graph to gener-
ate the query variants. To demonstrate the efficacy of our feedback
approach in both these situations (i.e. without and with available
knowledge-bases), we apply our feedback algorithm on two dif-
ferent tasks in this paper, namely ad-hoc IR and points-of-interest
(POI) recommendation, respectively.

The rest of the paper is organized as follows. Section 2 surveys
literature on pseudo-feedback document selection and studies in-
volving query variants. In Section 3, we describe how query variants
are automatically constructed and how are they eventually used to
select the set of feedback documents. Section 4 describes how we
adapt our feedback approach for POI recommendation where term
pair relationships are available in the form of a knowledge base.
Section 5 describes the details of our experiment setup, followed by
a presentation of results in Section 6. Finally, Section 7 concludes
the paper with directions for future work.

2 RELATEDWORK
A pragmatic approach towards pseudo-relevance feedback (PRF)
essentially relies on term level manipulations, e.g., while Ogilvie
et. al. [24] for their query expansion method learn the appropriate
number of feedback terms, Cao et. al. [10] selectively use good
feedback terms for query expansion. Traditional PRF methods, such
as Okapi [25], the relevancemodel (RM) [17] and its variants [12, 26],
primarily rely on the set of top-retrieved 𝑀 documents for the
purpose of selecting potential candidate expansion terms. These
approaches inevitably fail to perform well for all queries when the
initial top retrieved document set is noisy, which eventually degrade
the retrieval performance for many topics after query expansion
[9]. For term-level manipulations, researchers have also leveraged
on semantic matching with embedded vectors to learn retrieval-
specific semantic relationships from top documents retrieved with
a large number of queries from a query log [29], or to combine the
effects of global term semantics within the framework of RM [26].

A comparatively less explored approach towards PRF is the use
of document level manipulations with an aim to create a more
robust set of feedback documents [6, 18]. Existing research along
this thread includes those of [15] where a supervised classification
approach was applied for selecting good feedback documents using
a number of features, and [18] where a 𝑘-NN based resampling
method was applied for selecting the dominant set of documents
for relevance feedback.

Our proposed document selection method is based on document
retrievability [3] on query variants. Studying query variants re-
cently became popular among researchers. Use of manually created
query variants [4] has been shown to yield more consistent re-
trieval [5, 8] and query performance prediction effectiveness [31].
In a recent work, Lu et al. [20] explored different fusion techniques
to combine multiple relevance models estimated on different query

variants. They experimented with bothmanually created query vari-
ants (UQV dataset [4]) and query variants automatically created
leveraging external resources. Liu et al. [19] conducted a compara-
tive analysis of manual and automatic query variants and reported
that they yield comparable retrieval effectiveness. The study [20]
showed that manual query variants result in better query perfor-
mance prediction (QPP) than automatically constructed variants.
Benham et al. [7] explored a way of automatically generating query
variants with the help of external parallel corpora to mimic the
achievable retrieval performance using manually generated query
variants. Generating query variants based on some external re-
sources may not always be feasible due to the dependency on the
external data. Instead of relying on the availability of human gener-
ated query variants, in our work we propose a method to generate
this set of reference queries automatically for each query, without
the help of any external resources.

3 WEAKLY SUPERVISED RELEVANCE MODEL
3.1 Relevance Model
Relevance model (RM) [17] is a PRF method which estimates a
term’s importance for relevance feedback by making use of the co-
occurrence statistics between a set of given query terms and those
occurring in the top-retrieved documents. Formally speaking, given
a query 𝑄 = {𝑞1, . . . , 𝑞𝑛}, RM estimates a term weight distribution
𝑃 (𝑤 |𝑅) ≈ 𝑃 (𝑤 |𝑄). It is assumed that 𝑃 (𝑤 |𝑅) also generate the set
of terms in the top-𝑀 documentsM = {𝐷1, . . . , 𝐷𝑀 }, i.e.,

𝑃 (𝑤 |𝑅) ≈ 𝑃 (𝑤 |𝑄) =
∑

𝐷∈M
𝑃 (𝑤 |𝐷)

∏
𝑞∈𝑄

𝑃 (𝑞 |𝐷). (1)

From Equation 1, it is evident that a high 𝑃 (𝑤 |𝑄) value (RM term
weight) results when a term𝑤 occurs frequently in a top-retrieved
document (large 𝑃 (𝑤 |𝐷) value) in conjunction with the frequent
occurrence of a query term 𝑞 ∈ 𝑄 within 𝐷 . This original version of
the relevance model is commonly known as ‘RM1’ in the literature.
‘RM1’ does not take the original query terms into account while
estimating the density function, which usually results in a query
drift [21]. It has been shown that a mixture model of the estimated
density of other termweights in conjunctionwith the original query
terms yields better results [21]. This mixture model, commonly
known by the name ‘RM3’ [16], is represented as

𝑃 ′(𝑤 |𝑅) = 𝜆𝑃 (𝑤 |𝑅) + (1 − 𝜆)𝑃 (𝑤 |𝑄) . (2)

Each mention of ‘relevance model’ or ‘RM’ in this paper is to be
interpreted as its more effective mixture model variant, i.e. ‘RM3’.

3.2 Equivalence Classes of Query Variants
Generally speaking, a PRF model in IR, e.g. a relevance model [17],
estimates for each non-query term - a relevance score, which is
essentially its local co-occurrence likelihood with the query terms
(i.e., within the top-𝑀 retrieved). The estimation is based only on a
single query usually with a small number of terms.

What a standard feedback model lacks, is the process of accumu-
lating evidences over an extended set of a larger number of queries,
whichmay lead to amore robust estimation of the relevanceweights.
In fact, prior work has shown that a combination of feedback mod-
els involving a number of query variants improves the retrieval
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effectiveness corresponding to the underlying information need of
the original query [19]. Notably, both pre-combination (combining
PRF models) and post-combination (combining the ranked lists
from PRF models) work well in practice [20]. A desirable property
of this extended set of query variants, comprising a multiple number
of queries, is that each member of this set should express a similar
information need as that expressed in the original query. We call
this set the equivalence class of query variants.

A way to construct a good representation of the equivalent set
of a query is through a controlled study setup, where participants
are asked to formulate queries corresponding to a given informa-
tion need description (‘back-story’) [4]. It has been found that the
query variants obtained this way, i.e., manually under a controlled
setup, for standard TREC query sets (specifically, the TREC Robust,
and the TREC 2013 and 2014 Web Tracks) are of relatively good
quality in that they can be used to yield a more consistent retrieval
[5], improved query performance prediction (QPP) [31] and more
effective feedback results [19]. Different from existing approaches
of using manually constructed query variants, a key component
of our proposed methodology involves automatically generate this
set of equivalence class of query variants for each query.

3.3 Automatic Construction of Query Variants
Local Term Co-occurrences. We first compute the local co-

occurrence matrix between the terms present in the vocabulary of
(say) the top-𝑀 retrieved documents [30]. Specifically,

𝑃 (𝑢, 𝑣 ;𝑄,M) = 1
|M|

∑
𝐷∈M

𝑃 (𝑢 |𝐷)𝑃 (𝑣 |𝐷), 𝑢, 𝑣 ∈ 𝑉𝑀 , (3)

where the usual notation 𝑃 (𝑤 |𝐷) (similar to RM of Equation 1)
denotes the probability of sampling a term 𝑤 from a document
𝐷 (independent of another term), and the set 𝑉𝑀 = ∪𝐷∈M {𝐷}
denotes the set of unique terms (vocabulary) of the set of top-
retrieved documents M. Similar to RM of Equation 1, we employ a
standard collection smoothing (Jelinek-Mercer) based maximum
likelihood estimate for computing the probabilities, i.e.,

𝑃 (𝑢 |𝐷) = 𝜆
𝑓 (𝑢, 𝐷)
|𝐷 | + (1 − 𝜆) 𝑓 (𝑢)

𝑓 (.) , (4)

where 𝑓 (𝑢, 𝐷) denotes the frequency of term 𝑢 in 𝐷 , |𝐷 | denotes
the length of 𝐷 , 𝑓 (𝑢) denotes the collection frequency of 𝑢 and 𝑓 (.)
denotes the total aggregate of collection frequencies over all terms
(collection size). For generating the variants, we set 𝜆 = 0.6 as per
the recommendations in previous studies [17]. As a note for prac-
tical implementation, the co-occurrence matrix of Equation 3 can
be efficiently implemented by squaring the sparse term-document
matrix of the top retrieved𝑀 documents, 𝑋 ∈ R𝑀×|𝑉𝑀 | , i.e., yield
the desired |𝑉𝑀 | × |𝑉𝑀 | matrix with the operation 𝐶 = 𝑋𝑇𝑋 .

WeightedGraphof LocalCo-occurrences. The co-occurrence
matrix constructed from each term pair co-occurrence likelihood of
Equation 3 represents the adjacency matrix, 𝐶 , of a graph of |𝑉𝑀 |
nodes (each node corresponding to a word). The weight between a
pair of nodes in this graph indicates the co-occurrence likelihood
between the words (Equation 3). A subset of these nodes constitutes
the original query terms, i.e. members of the set 𝑄 . The rest, i.e.
|𝑉𝑀 − 𝑄 |, is comprised of candidate terms that could be selected

Figure 1: A schematic visualization of query variant con-
struction with the help of randomwalks. Two sample walks
of length 4 each are shown in two different colors. The or-
ange colored walk starts from the query term 𝑞2. The walk
then visits node (word) 𝑤2 (a word which has a relatively
high co-occurrence likelihood with 𝑞2 as seen from a light
shade of gray). Thewalk then continues to𝑞1 and terminates
at 𝑤1 thus generating a variant, �̂�1 = {𝑞2, 𝑞1,𝑤2,𝑤1} of the
original query 𝑄 = {𝑞1, 𝑞2}.

for forming the query variants. Formally using the definition of
𝑃 (𝑢, 𝑣 ;𝑄,M) from Equation 3,

𝐺 = (𝑄 ∪ (𝑉𝑀 −𝑄), {(𝑢, 𝑣, 𝜔𝑢,𝑣)}) : 𝜔𝑢,𝑣 = 𝑃 (𝑢, 𝑣 ;𝑄,M) > 0. (5)

Random Walk for Query Variant Generation. To select a
candidate query variant, we initiate a random walk from one of
the query nodes chosen with a uniform probability (this ensures
that we include at least one query term in the automatically con-
structed variant). We continue the walk for a small number of steps
(specifically, 3-7 in our experiments). Each walk comprises a set of
nodes, the corresponding words of which forms a query variant
(strictly speaking, a walk is a sequence of nodes; however, in an IR
setup, a query is treated as a set rather than as a sequence of terms).
We employ a greedy approach to construct the query variants. In
particular, the probability of visiting the next node in the walk is
Markovian, i.e., it depends only on the current node visited. The
probability of selecting the next node (i.e. that of including the
next term in a query variant) is given by the maximum likelihood
estimate of the neighboring edge weights. This makes it more likely
to select a term that has a high co-occurrence likelihood with the
most recent term selected. Formally,

𝑃 (𝑡𝑖 = 𝑣 |𝑡𝑖−1 = 𝑢, . . . , 𝑡1) =
𝜔 (𝑢, 𝑣)∑

𝑤∈N(𝑢) 𝜔 (𝑢,𝑤) , 𝑃 (𝑡1 = 𝑞) = 1
|𝑄 |
(6)

where N(𝑢) denotes the neighborhood (adjacent set of nodes) of
the current node 𝑢, and 𝑡𝑖 denotes the 𝑖𝑡ℎ term added to the walk.

A schematic illustration of the random walk process of query
variants generation is shown in Figure 1. For the purpose of illus-
tration, the figure shows a sample weighted graph visualized as
the part above the diagonal of a local co-occurrence matrix (the
part to the bottom-left of the diagonal is left blank to avoid con-
fusion). While one of the walks leads to a query variant that also
includes both the original query terms (the orange colored walk
�̂�1 = {𝑞2, 𝑞1,𝑤2,𝑤1}), the green colored walk (�̂�2) is comprised of
only one term from the original query.
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Characteristics of the Query Variants. Since during each
step of the the walk (Equation 6), it is likely to select a word that
has a high co-occurrence likelihood with the current word (and by
transitivity, also with each word that has already been visited), the
set of words eventually included in a walk is likely to represent
a query variant that is expected to be semantically related to the
original query Q. As the walk proceeds by adding a node at each
step to the sequence of nodes already visited, it can happen that a
node is visited multiple times. In our query processing stage (Sec-
tion 3.4), the sequence representation of a walk is transformed into
a set representation of terms.

The equivalence class of a query generated by this stochastic
random walk is likely to constitute a fair mixture of both special-
izations and generalizations of the original query. It may happen
that some query variants contain the original query as a part of
them, e.g. the orange colored walk of Figure 1. The additional terms
in these queries is likely to specialize the information need of the
original query [11]. Some queries, on the other hand, contain only
a subset of the original query terms and hence is likely to lead to
generalizing the information need.

Random Walk Length. While each query variant should seek
to address the same information need as that of the original query,
it should also contain additional semantically similar terms that
could potentially enrich the information need (without drifting it
away from the information need of the original query). This re-
quires a careful trade-off between exploitation (utilizing what has
been constructed till the current stage) and exploration (seeking
to explore more terms to construct more variants). While too con-
servative an exploration (a short and compact random walk) may
result in a small number of variants to be constructed (thus leading
to a small post-feedback effect), a too ambitious exploration (a long
and spread walk) may result in a large number of variants, the
information need of most of which may in fact be substantially
different from that of the original query.

With a manual inspection and some of the initial trends in our
experiments, we found that a walk length of 7works well in practice.
Moreover, we set the number of generated query variants (eachwith
a separate instance of a random walk) to 50 after observing a set of
initial trends in the feedback results. Since we eventually use each
query variant to retrieve ranked lists of documents to aggregate
retrieval rank likelihoods of documents, too large a number of
variants would contribute to increased run-times, as a result of
which the number of variants was set to a modest value of 50.

3.4 Query Variants to Feedback Documents
Combining Evidences from Query Variants. After describ-

ing the method of automatically constructing query variants, we
now describe how to make use of these variants for improving the
effectiveness of relevance feedback. The fact that the information
need of a manually formulated query variant is quite similar to that
of the original query contributes to the effectiveness of feedback
and the QPP models [20, 31] that use these variants. However, in
the absence of the manually annotated variants (which in fact is
representative of a more realistic situation), it is likely that the
automatically constructed ones may potentially contain a number

of terms that could cause a drift in the information need. This ne-
cessitates developing a more robust approach of combining the
information retrieved with these query variants. To do so, rather
than relying on using a single query variant at a time and then even-
tually combining their feedback models [20], we instead, for each
query 𝑄 make use of the entire set of its automatically generated
variants Q̂, to aggregate a collective belief about the usefulness of
a document for relevance feedback.

Retrievability based Document Selection. We now describe
how, starting with an equivalence class of automatically generated
queries, we obtain a candidate set of documents that could be used
for relevance feedback. Specifically, we make use of the concept of
retrievability [3], which is a quantitative score associated with the
likelihood of a document 𝐷 to be retrieved within the top-𝑀 ranks
in response to a set of queries sampled from a collection. In the
context of our problem, the notion of the collection corresponds to
the local set of the top-𝑀 retrieved documents. Formally,

𝑠 (𝐷, Q̂) =
∑
�̂� ∈Q̂

𝑟 (𝐷, �̂�), (7)

where 𝑟 (𝐷, �̂�) is the rank at which document 𝐷 is retrieved for
a query variant �̂� . For implementation purpose, we retrieved the
top-1000 documents for a query, and 𝑟 (𝐷, �̂�) is set to 1001 if 𝐷 is
not retrieved within top-1000.

Intuitively, Equation 7 aggregates for each document 𝐷 , the
ranks at which each query variant �̂� retrieves 𝐷 . A low value of
these aggregated ranks (lower the better) for a particular document,
say 𝐷 , indicates that 𝐷 is retrieved towards top-ranks for a large
number of query variants. These aggregated rank values are then
used to preferentially select documents for relevance feedback with
the hypothesis that the documents with small (better) values of
aggregated ranks are the ones that are consistently retrieved at top
ranks for a large number of query variants. This in turn accumulates
evidence for the belief that these documents are strongly related
to the information need of the original query and hence should be
useful for relevance feedback.While on one hand, consistency in the
top-retrieved documents for the good quality query variants may
help to select the relevant documents, this way of aggregation is
also expected to discount the noisy contributions from the (possibly)
drifted variants on the other.

Differences with the existing notion of retrievability. The
notion of retrievability that we use in Equation 7 is different in
two ways from its original definition [3]. First, in [3] it relied on
a parameter 𝑟𝑚𝑎𝑥 that specified the upper bound of the rank, and
second, it accumulated Boolean values (1/0) indicating whether
the rank of a document was within this specified bound. In our
approach, firstly, we do not restrict the rank computation with a
bound (because for PRF it is difficult to foresee the rank cut-off).
Secondly, we aggregate the rank values themselves instead of the
Boolean indicator variables to get a better estimate of the likelihood,
which also makes the overly restrictive rank cut-off unnecessary.

Feedback with Selected Documents. Next, we sort the feed-
back (top-𝑀) documents in ascending order of the aggregated re-
trievability (rank aggregated) scores computed by Equation 7. The
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Figure 2: A schematic workflow diagram of our proposed
weakly supervised relevance model (WSRM).

top-𝑀 ′ documents from this set are then used for relevance feed-
back, where𝑀 ′ is a parameter. PRF with this set of documents thus
combines evidences across a range of different queries and is thus
expected to yield better retrieval effectiveness. In particular, we
employ RM (Equation 1) on the top-𝑀 ′ documents from this set.
The parameter𝑀 ′ is independent of𝑀 , the number of documents
used to compute the local co-occurrence graph (Equation 3) and
the random walk on it (Equation 6).

We call our model the ‘Weakly Supervised RM’ (WSRM) because
the retrieval position likelihoods captured with the aggregated
retrievability scores (Equation 7) act as weak supervision signals
for estimating document relevance. A schematic overview of the
relevance feedback workflow for WSRM is depicted in Figure 2.

3.5 Manually Annotated Query Variants
The main advantage of our proposed feedback method is that it
does not need to rely on manually formulated query variants. Since
recent studies have shown that manually annotated query variants
are useful to improve the effectiveness of relevance feedback and
query performance prediction (QPP) [7, 20], we in our proposed
feedback method (WSRM), also incorporate information from man-
ually formulated query variants. For this, instead of estimating the
co-occurrence weights on the top-𝑀 retrieved documents (Equa-
tion 3), we adapt the idea of [20] where separate relevance models
are estimated with each manually constructed individual query
variant. Consequently, instead of a single set of top-retrieved set of
documents,M, we obtain a total of 𝑁 such different sets of docu-
ments one for each query, where 𝑁 denotes the number of manual
query variants. We then compute the local co-occurrence weights
by aggregating the evidences from the top-𝑀 documents of each
query, i.e.,

𝑃 (𝑢, 𝑣 ;𝑄1, . . . , 𝑄𝑁 ,M1 . . . ,M𝑁 ) = 1
𝑁

𝑁∑
𝑖=1

1
|M𝑖 |

∑
𝐷∈M𝑖

𝑃 (𝑢 |𝐷)𝑃 (𝑣 |𝐷) .

(8)
Similar to the single query input, these local co-occurrence values
of Equation 8 are used to define a graph with weighted edges, the
only difference being that the random walk can now start from an
arbitrary query term in any of the manual variants. The rest of the
methodology is the same, i.e., we use the retrievability based rank
aggregation mechanism (Equation 7) to construct the final set of
feedback documents,M ′.

4 WEAK SUPERVISIONWITH PRIORS
In this section, we describe how the weakly supervised relevance
model proposed in Section 3 can be applied in the case of POI
(point-of-interest) recommendation, where additional prior beliefs
about the contextual appropriateness of a term can act as weak
signals to improve RM estimation. POI recommendation, being
a precision-oriented task [1], provides an interesting use-case to
study the robustness effects of relevance feedback.

4.1 Contextual Recommendation
In an IR-based contextual POI recommendation framework, a sys-
tem needs to return a ranked list of POIs based on a user’s preference
history and also his current contextual constraints. Examples of
contextual constraints include the current location of the user, the
purpose of the trip such as ‘holiday’ etc. To draw an analogy from
the problem of contextual POI recommendation to that of IR, it
can be considered that the user preference history and the current
contextual constraints in a recommendation system are analogous
to the notion of a query in IR, whereas the candidate POIs are
analogous to documents [12, 13].

Specifically, a query in contextual recommendation problem is
personalized in nature, comprising a) a description of the POI that
the user has visited in the past, b) the reviews posted by the user
on location-based social networks and the tags associated with the
reviews, and c) the ratings associated with the past POI visits. In
addition, each query is also associated with a current location of
the user, which imposes a hard constraint that the recommended
POIs must be from the current location of the user. Furthermore,
a query also contains a list of soft constraints, corresponding to a
list of categorical values representing trip qualifiers, e.g., ‘trip-type
= {business, holiday,. . .}’, ‘trip-duration = {day-trip, night-out,. . .}’,
‘accompanied-by = {alone, family,. . .}’ etc.

Following the work of [12, 13] we represent a query as a struc-
tured document of the form (𝑡𝑢 , 𝑞𝑢 ) comprised of the review-text
or tags from the user profile and the trip-qualifier contexts, respec-
tively. A two-step factored RM-based approach that uses both the
query and the top-retrieved documents was proposed in [12, 13] to
obtain a combined RM of the form

𝑃 (𝑤 |𝜃𝑞𝑢 ) =
∑
𝑑∈𝐷𝑢

𝑟𝑃 (𝑤 |𝑑)𝜓 (𝑤,𝑞𝑢 )
∏
𝑡 ∈𝑡𝑢

𝑃 (𝑡 |𝑑)

𝑃 (𝑤 |𝜃𝑞𝑢 ,𝑙𝑢 ) =
∑

𝑑∈𝐷𝑀 (𝜃𝑞𝑢 ) :𝐿 (𝑑)=𝑙𝑢
𝑃 (𝑤 |𝑑)𝜓 (𝑤,𝑞𝑢 )

∏
𝑡 ∈𝜃𝑞𝑢

𝑃 (𝑡 |𝑑),

(9)

where 𝐷𝑢 denotes the set of documents (POIs that the user had
visited in the past), 𝐿(𝑑) = 𝑙𝑢 lists the candidate set of POIs in the
current location (the hard constraint), 𝐷𝑀 (𝜃𝑞𝑢 ) denotes the top-𝑀
retrieved POIs with 𝜃𝑞𝑢 as the expanded query, 𝑃 (𝑤 |𝑑) denotes
the normalized term frequency of a word 𝑤 in document 𝑑 , and
𝜓 (𝑤,𝑞𝑢 ) denotes a prior belief on a contextual appropriateness score
of a term𝑤 with respect to a context term 𝑞𝑢 (which is explained
later in Equation 10).

To see how our proposed relevance feedback framework may
be useful to estimate 𝑃 (𝑤 |𝜃𝑞𝑢 ) (Equation 9), note that the first
step of constructing the local co-occurrences graph (Section 3.3)
can be substituted with that of leveraging information from the
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co-occurrence graph of the prior beliefs of manually annotated
contextual appropriateness scores between term pairs (𝜓 (𝑤,𝑞𝑢 ) of
Equation 9). Next, we describe how to generate the query variants
with random walk applied on the graph of binary relations of the
term appropriateness scores.

4.2 Query Variants with a Knowledge-base
Knowledge-base to Weighted Graph. A knowledge resource

of term-category associations was compiled in [2], which comprises
lists of pairs constituting a term and a non-location trip-qualifier
with manually judged relevance scores of the form (𝑡, 𝑞, 𝑎), where
𝑡 is a term (e.g. food), 𝑞 is a single category (e.g. holiday) and
𝑎 = 1(𝑎 ∈ [0, 1]) is the appropriateness score. An example of a
non-relevant pair with a lower score is (nightlife, business,
0.1). We formally denote this knowledge resource as

𝜅 : (𝑤,𝑞) ↦→ [0, 1],𝑤 ∈ 𝑉 ,𝑞 ∈ 𝑄𝑖 , 𝑖 ∈ {1, . . . , 𝑐}), (10)

where 𝑄 denotes the set of joint non-location type contexts, 𝑄𝑖

denotes a context category, and 𝑉 denotes the vocabulary set of
the review text and tags. For a given non-location contextual con-
straint vector 𝑞𝑢 in the user query, we use embedded word vector
representations to aggregate the similarities of each word in the
review text/tag of a user profile with the seed words assessed as
relevant for a context 𝑞𝑢 . Formally, ∀𝑤 ∈ 𝑃𝑈 we define a function,

𝜓 (𝑤,𝑞𝑢 ) = max(w · s), 𝑠 ∈ ∪{𝑡 : 𝜅 (𝑡, 𝑞𝑈 ) = 1}. (11)

Equation 11 indicates that for each word 𝑤 (embedded vector of
which is represented as w) contained in the text from the profile of
a user, we compute its maximum similarity over a subset of seed
words relevant only for the given context, i.e., the words for which
𝜅 (𝑠, 𝑞𝑈 ) = 1. In our experiments, we make use of the word2vec
(skipgram algorithm) [22] for the purpose of embedding the vector
representation of a word.

The reason for using the maximum as the aggregate function
in Equation 11 is that a word is usually semantically similar to a
small number of seed set of words relevant for a given context. To
illustrate this with an example, let the 3-dimensional query context
comprising trip-type, duration and company be set to the value of
‘(vacation, day-trip, friends)’. The relevant seed set in this example
constitutes words such as ‘base-ball stadium’, ‘beer-garden’, ‘salon’,
‘sporting-goods-shop’ etc. However, a word such as ‘pub’ is similar
to only one member of this seed set, namely ‘beer-garden’, which
means that other aggregation functions, such as averaging, can lead
to a low aggregated value, which in this case is not desirable.

WSRMwith Edge Weights from Knowledge-base. The val-
ues indicating term pair relations,𝜓 (𝑤,𝑞𝑢 ), computed by Equation
11 are then used to define a weighted graph (similar to the one of
Equation 5). After defining the graph this way, we then apply the
random walk based method (Equation 6) to initiate a number of
different walks from the query terms. In this case, therefore, the
walks are comprised of tags and trip qualifier terms.

As a novel contribution of this paper different to that of [12, 13],
we then modify the RM estimation of Equation 9 with the weak-
supervised approach based on query variants. Specifically, instead
of applying RM over the top-𝑀 retrieved documents 𝐷𝑀 (𝜃𝑞𝑢 ),
we use the documents with the lowest rank aggregation scores

Table 1: Dataset Overview

Collection Topic Set #Topics Fields Qry Ids Avg. |𝑄 | Avg.#Rel

Disks TREC 6 50 title 301-350 2.48 92.22
4 and 5 TREC 7 50 title 351-400 2.42 93.48
minus CR TREC 8 50 title 401-450 2.38 94.56

TREC Rb 99 title 601-700 2.88 37.20

TREC-CS 2016 61 tags 700-922 10.36 35.26

obtained from the query variants (Equation 7). This weak supervised
RM is able to take into account the prior beliefs in the contextual
appropriateness of terms from a knowledge resource.

5 EXPERIMENTAL SETUP
We evaluate our PRF approach on two different tasks - a) standard
ad-hoc IR, where our proposed feedback algorithm works with the
automatic query variants generated with the local co-occurrence
information (WSRM), and b) POI recommendation, where we lever-
age information from term-level contextual appropriateness scores
to formulate the query variants (WSRM-KB).

5.1 Dataset
For the ad-hoc task, we performed our experiments on TREC 6-8
and Robust topic sets comprising 150 and 99 topics respectively.
The target documents collection is TREC ad-hoc IR collection from
disks 4 and 5 without the congressional records. A summary of
the dataset is shown in Table 1. For the POI recommendation task,
we use the TREC-CS 2016 dataset (phase-1 setup) [14]. The task
requires a system to return a ranked list of 50 POIs from a given
query collection (user profiles), that best fit the user preference
history and the user’s current contextual constraints. A user’s con-
textual constraint is a 3-dimensional vector of categorical values
(corresponding to non-location type trip qualifiers) as outlined in
Table 2. The overall collection comprises over 1.2M of POIs in total,
and the number of context queries used in our experiments is 61
(part of the TREC-CS 2016 dataset).

UQV Dataset for manually obtained query variants. In a
more realistic use-case, the only information available to an IR
model is a single query (as entered by a user). Our PRF algorithm
WSRM constructs the variants automatically by employing random
walks on the local co-occurrence matrix of top retrieved documents.
Recent literature has investigated the effectiveness of feedback
models on manually formulated query variants, e.g. using the UQV
dataset. In this dataset, given a manually constructed back-story
(a narrative illustrating the information seeking situation) corre-
sponding to a TREC query, participants were asked to formulate
queries. These queries were then post-processed (e.g. duplicates
removed, spelling errors corrected etc.) and released as a resource
for the purpose of conducting experiments with query variants.

Although the pre-existence of query variants represents a some-
what unrealistic experiment setup, nonetheless for the sake of com-
paring our proposed feedback approaches with the other feedback
methods reported in the literature, e.g. [7, 20], we also conduct PRF
experiments on manually formulated variants.
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Table 2: TREC-CS trip-qualifier categories with their values.

Categories Values

trip-type {business, holiday, other}
trip-duration {day-trip, longer, night-out, weekend-trip}
accompanied-by {alone, family, friends, other}

5.2 Baselines and Parameter Settings
Single-Query Baselines. Some of the standard baseline ap-

proaches are only able to make use of a single query for retrieving
a ranked list of documents. These baselines include BM25 and the
standard relevance model, RM (‘RM3’ version) [16, 17].

Top-Document Set PermutationBaselines. Instead of blindly
assuming that the top-𝑀 retrieved documents are useful for rele-
vance feedback, our method essentially relies on permuting this set
of top documents (based on the rank aggregation scores of Equa-
tion 7) and select a new top set (𝑀 ′) of documents for feedback.
To demonstrate the effectiveness of this method, we undertake a
number of baselines that employ some form of a document reorder-
ing mechanism to choose a set of documents, different from the
top-retrieved ones.

A simple such permutation function is to sort the top-𝑀 retrieved
set of documents by document length, and then select the top
𝑀 ′ ones for feedback (𝑀 ′ < 𝑀). Since the input to the selection
function is the set of documents that are retrieved within the top
𝑀 ranks, they have high similarity scores with the query. A further
filtering based on their lengths may serve as a useful heuristic to
choose the ones that could potentially improve feedback. A different
choice of the permutation order yields two different baselines.
(1) ‘Shortest Document First’ (SDF), which assumes that the short-

est documents will be more useful for feedback because they
are more likely to be focused on the query topic.

(2) ‘Longest Document First’ (LDF), which assumes that the longest
documents will be more useful for feedback because they are
likely to contain a higher number of terms that eventually could
be useful to enrich the initial query.

Clustering-basedResamplingBaseline. The clustering based
resampling method, proposed in [6, 18], employs a document neigh-
borhood induced permutation on the top retrieved𝑀 documents.
Specifically, the method involves finding neighborhoods of docu-
ments (called ‘overlapping clusters’ by the authors of [18]). The
method assumes that dominant documents for a query are the ones
with several nearest neighbors with high similarities, i.e., the neigh-
borhoods with the highest aggregated retrieval scores (essentially
assuming that such a neighborhood effectively represents the core
topic of the information need). Since this cluster based resampling
method estimates a new set of documents that is used for feedback,
we employ this approach as another baseline, which we call ‘kNN’.

In fact, in addition to selecting the documents for feedback, since
the cluster-based resampling method also involves making use of a
cluster-based smoothed query likelihood model, for a fair compar-
ison with our approach, we incorporate the neighborhood-based
smoothed mechanism for computing the maximum likelihood esti-
mates (MLEs) of the local co-occurrences (Equation 3). Specifically,

instead of using Equation 4 for computing the MLEs at the level of
documents, we employ

𝑃 (𝑤 |C) = 𝜆
𝑓 (𝑤, C)
|C| + (1 − 𝜆) 𝑓 (𝑢)

𝑓 (.) , (12)

which differs from Equation 4 in that it samples terms from the bag-
of-words representation of a neighborhood (overlapping cluster),
C, of documents. Applying Equation 12 for computing the local
co-occurrence graph, subsequently followed by a random walk
based query variant generation and rank aggregation for selecting
the feedback document set, constitutes a variant of our proposed
method for relevance feedback, whichwe call ‘Cluster-basedWeakly
Supervised RM’ (CWSRM).

Fusion Baselines for Single and Multi-Queries. A recent
work [20] shows that both the approaches of - a) combining sep-
arate relevance models estimated with each input query (variant)
as a single feedback model AriRM, and b) separately executing
feedback models on the individual query variants and then finally
merging the resultsMultiRM, improve retrieval effectiveness. To
investigate if our proposed rank aggregation method of document
selection for relevance feedback is effective, as baselines we employ
the fusion based approaches AriRM and MultiRM for both single
query setup and multi-query setup (i.e. with and without the UQV
query variants for the TREC topic sets). In the single query setup
(𝑁 = 1), we applied AriRM and MultiRM on query variants that
were generated automatically by our proposed approach. For the
multi-query case, we made use of only the supplied query variants
from the UQV dataset alone (inclusive of the original TREC query)
to fuse the feedback model (AriRM), or the result-lists (Multi-RM).

The parameters of each method, namely - a) (𝑘 , 𝑏) for BM25,
b) number of clusters, |C| for kNN, c) the number of feedback
documents and terms, (𝑀 ,𝑇 ) respectively, for RM, kNN, AriRM, and
MultiRM, and d) the number of feedback documents (in the second-
stage after document selection) and terms (𝑀 ′, 𝑇 ) respectively for
WSRM and CWSRM - were tuned individually by grid search on
the TREC-8 dataset with respect to the metric P@5. The decision to
use TREC-8 as the development dataset was arbitrary. The optimal
parameter settings (as obtained on the development dataset) were
then applied for each method on the rest of the topic sets, namely
TREC 6, 7 and Robust.

5.3 POI Recommendation Settings
Similar to the ad-hoc IR setup, for contextual suggestion we also
employ BM25 and RM as the standard baselines. Since a factored
version of relevance model (FRM) has been shown to be effective
for the contextual suggestion task [12, 13], we employ this method
as one of our baselines. Concretely speaking, FRM [12, 13] first
enriches the user history and tags to better match the POI descrip-
tors, and then follows this up with a standard RM feedback on POI
descriptors using this enriched user history.

To investigate if rank aggregation on automatically generated
query variants can improve FRM, we investigate two variants of
the weak supervised RM (WSRM) for the contextual suggestion
experiments. First, we investigate WSRM, which uses Equation 11
to constitute the query variants by leveraging information from
the knowledge base of manually assessed appropriateness scores.
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Table 3: Ad-hoc IR relevance feedback experiments with single queries as input, i.e. without using manually annotated query
variants on the TREC ad-hoc IR topic sets. Parameters for each method were tuned separately on TREC 8, and then each
method was tested on the remaining topic sets with the optimal parameter configurations. Statistical significance of the pro-
posed methods (WSRM and CWSRM) in comparison to the three most effective baselines - kNN, RM and AriRM, are denoted
with ‘∗’, ‘†’ and ‘‡’, respectively (𝑡-test with 𝑝 = 0.05).

Params Development Set Test Set

tuned on TREC 8 TREC 6 TREC 7 TREC Rb

Method dev set P@5 P@10 MAP P@5 P@10 MAP P@5 P@10 MAP P@5 P@10 MAP

BM25 𝑘=0.5, 𝑏=0.5 0.4960 0.4780 0.2619 0.4680 0.4280 0.2306 0.4760 0.4400 0.1943 0.5051 0.4404 0.2896
RM 𝑀=3,𝑇=160 0.5360 0.5020 0.2803 0.4680 0.4400 0.2504 0.5080 0.4840 0.2284 0.5354 0.4657 0.3292
SDF 𝑀=20,𝑇=160 0.5200 0.4960 0.2685 0.4520 0.4220 0.2343 0.4200 0.4000 0.1928 0.4909 0.4465 0.3004
LDF 𝑀=20,𝑇=160 0.4400 0.4000 0.2429 0.3680 0.3240 0.2019 0.4240 0.3720 0.1834 0.4061 0.3455 0.2332
kNN |C |=2,𝑇=100 0.5680 0.5200 0.2847 0.4600 0.4320 0.2455 0.4840 0.4340 0.2186 0.5576 0.4859 0.3377
AriRM 𝑀=3,𝑇=160 0.5360 0.4760 0.2480 0.4600 0.3880 0.2170 0.4640 0.4380 0.2222 0.5212 0.4465 0.3076
MultiRM 𝑀=3,𝑇=160 0.5280 0.4820 0.2392 0.4440 0.3960 0.2164 0.4680 0.4220 0.2142 0.5111 0.4303 0.2996

WSRM 𝑀′=3,𝑇=160 0.5680†‡ 0.5200‡ 0.2887 0.5120∗†‡ 0.4540∗‡ 0.2600 0.5320∗†‡ 0.4880∗‡ 0.2387 0.5576†‡ 0.4727 0.3340
CWSRM 𝑀′=3,𝑇=160 0.6000∗†‡ 0.5340†‡ 0.2849 0.4840∗‡ 0.4360‡ 0.2480 0.4840 0.4540 0.2205 0.5455 0.4808 0.3415

As the second variant of our proposed approach for contextual
recommendation, we investigate WSFRM, which is the factored
counterpart of WSRM (as FRM is to RM), i.e. instead of applying
WSRM only for generating query variants and rank aggregating
the retrieved POIs for better feedback document (POI description)
selection, we also applyWSRM to enrich the information in the user
context as well. The weights in the local co-occurrence graph are
estimated with the𝜓 function representing the manually annotated
contextual appropriateness scores (Equation 11). The parameters
for each method were tuned independently by conducting a grid
search with respect to the metric nDCG@5.

6 RESULTS
6.1 Ad-hoc IR Experiments

Without Manual Query Variants. From Table 3, we observe
the following. First, although RM improves MAP substantially for
each topic set, it is seen that the improvements in 𝑃@5 are marginal
even when compared to a relatively simple baseline such as SDF (e.g.
compare the TREC-8 𝑃@5 values for RM and SDF). This indicates
that a more effective approach may potentially improve precision at
top ranks even further. This, conforming to observations of previous
studies [18, 28], also confirms that amore robust document selection
approach could potentially improve PRF quality.

Second, it is observed that the baseline method kNN [6, 18] is able
to substantially improve precision at top ranks (as compared to RM).
This reinforces the importance of effectively selecting the set of
feedback documents. In fact, our proposedmethod,WSRM, achieves
comparable results with that of kNN. However, an important point
to observe is that kNN does not generalize well to the test topic sets
(TREC 6 and 7), which indicates that this method is overly sensitive
to the choice of its parameters. On the other hand, the facts that
WSRM achieves similar effectiveness on the development set and
that it also generalizes well on the test data indicates that WSRM
is more resilient to parameter variation effects. This also confirms
that leveraging information from rank aggregation statistics offers

Table 4: Examples of automatically constructed query vari-
ants (stemmed words) for two sample queries of TREC 8.

Query: foreign minor germany

foreign germani feder european minor dai govern
germani romania mar great minor practic poland
minor polici type union econom past kinkel

Query: behavioral genetics

behavior determin problem thoma state time genet
twin genet gene embryo part behavior time
children behavior profil parent genet famili environ

a better way to select the candidate set of documents for relevance
feedback in comparison to the neighborhood-based estimation in
kNN for a document’s likely usefulness for feedback.

Third, somewhat to our surprise, we observed that the retrieval
effectiveness of the pre-fusion and post-fusion based feedbackmeth-
ods (i.e., AriRM and MultiRM respectively) was not satisfactory
(compare the AriRM and MultiRM results with those of RM for each
topic set). This corroborates the fact that fusion based approaches
tend to work well with manually annotated query variants, when
each query variant points to the exact same information need.

Finally, we observe that the neighborhood based smoothing
of [18] for estimating the local co-occurrences eventually help to
further improve the quality of relevance feedback (as can be seen
from the CWSRM results of Table 3 in comparison to the WSRM
ones). However, the combination method does not generalize well
for the test sets of topics. This happens due to the percolating
parameter sensitivity effect of kNN method onto CWSRM. As an
illustrative example for the quality of the automatically generated
query variants, Table 4 shows these variants obtained with WSRM
on two TREC-8 topics.

WithManualQueryVariants (UQVdata for TRECRobust).
Table 5 shows that with a small number of query variants, the
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Table 5: Comparisons betweenWSRM and AriRM/MultiRM
on theUQVmanual query variants. Significance ofWSRM (𝑡-
test with 𝑝 = 0.05) is shown with ∗ (AriRM) and † (MultiRM).

Dataset Method Parameters P@5 P@10 MAP

TREC 6
AriRM 𝑀 = 3,𝑇 = 160 0.5840 0.5160 0.2882
MultiRM𝑀 = 3,𝑇 = 160 0.5760 0.4920 0.2823
WSRM 𝑀′ = 3,𝑇 = 60 0.6000† 0.5220† 0.2757

TREC 7
AriRM 𝑀 = 3,𝑇 = 160 0.6680 0.5760 0.3000
MultiRM𝑀 = 3,𝑇 = 160 0.6640 0.5660 0.2939
WSRM 𝑀′ = 3,𝑇 = 60 0.6400 0.5620 0.2666

TREC 8
AriRM 𝑀 = 3,𝑇 = 160 0.6360 0.5800 0.3279
MultiRM𝑀 = 3,𝑇 = 160 0.6280 0.5840 0.3233
WSRM 𝑀′ = 3,𝑇 = 60 0.6600∗† 0.5920 0.3170

TREC Rb
AriRM 𝑀 = 3,𝑇 = 160 0.6828 0.5848 0.4237
MultiRM𝑀 = 3,𝑇 = 160 0.6707 0.5727 0.4110
WSRM 𝑀′ = 3,𝑇 = 60 0.6586 0.5556 0.3901

fusion-based approaches usually work well in practice. We failed to
notice any consistent trends in the results from Table 5. A reason
for this could be the fact that since manual variants are good qual-
ity alternate representations of an information need, the results
achieved by the fusion based models exhibit a saturation effect in
the results making it difficult to further improve them with auto-
mated processing. Despite this saturation effect, some of the results
show improvements in a couple of cases, e.g. we notice that WSRM
leads to an improvement in the precision at top ranks on TREC-6
and TREC-8 topic sets. As a point of note, it is worth noting that
the experiments reported in Table 5 represent a rather unrealistic
situation for ad-hoc IR, because it unlikely for a user to enter a
number of synonymous representations of his information need.

Feedback-Document Set Analysis. Existing literature has
shown that it is necessarily true that either a well filtered set of
top-𝑀 documents or the set of true relevant documents are the most
effective to improve retrieval effectiveness [6, 18, 28]. An interest-
ing question then is to investigate how many new (yet effective)
documents, on an average, is a document selection strategy able
to bring within the top 𝑀 ′ ranks which eventually leads to the
improvements in retrieval effectiveness as demonstrated by the
WSRM results in Table 3. In other words, as per our terminology,
the question becomes - what is the difference between the setsM
andM ′? A high value of this difference indicates that a feedback
document selection algorithm is able to leverage information even
from outside the initial set of top-𝑀 documents thus attributing
the reasons for improvements to this difference.

Figure 3 shows the differences between the two setsM (top-𝑀 of
initial retrieval, in our case, BM25) andM ′ (top-𝑀 ′ after document
re-scoring) as obtained by the three feedback document selection
methods, namely kNN, WSRM and CWSRM. These differences
are measured at a number of different rank cut-off points. The
results show that both kNN and (C)WSRM are able to retrieve a
fair number of new feedback documents (outside the initial top-𝑀).
However, the better MAP values of (C)WSRM (Table 3) indicates
that bothWSRM and CWSRM achieve the desired trade-off between
exploration (leveraging information from new documents) and
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Figure 3: Comparison of set differences in top ranked docu-
ments for 3 different feedback document scoring methods -
kNN,WSRM and CWSRM, at specific rank cutoffs, 𝑖=1,. . .,10,
shown on the x-axis. The set difference values (𝑦-axis) are
computed as (M ′

𝑖
−M𝑖 )/𝑖, whereM𝑖 (M ′

𝑖
) represents the set

of top-𝑖 documents before (after) document re-scoring.
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Figure 4: Effect of precision at top ranks (P@5, P@10) with
respect to changes in #feedback documents (𝑀 ′) and #expan-
sion terms (𝑇 ) used in WSRM estimation.

exploitation (making use of the top-𝑀 set). Themethod, kNN, on the
other hand, leads to amore aggressive exploration, which eventually
yields lower 𝑃@5 and MAP values (as seen from Table 3).

Sensitivity Analysis. Figure 4 shows the parameter sensitivity
effects of WSRM on precision at top ranks for the development set,
i.e. TREC-8 topics. We observe that selecting a small number of
feedback documents after re-scoring helps achieve the best results,
which in turn shows that our approach of document selection by
rank aggregation over query variants is effectively able to filter out
useful information for relevance feedback at the very top ranks.

6.2 Contextual Recommendation Experiments
Similar to the observations for the ad-hoc task, Table 6 shows that
our approach improves the POI retrieval effectiveness (particu-
larly, precision at top-ranks) for the contextual recommendation
task. It can be seen that our proposed approach, WSRM, and its
factor-based variant, WSFRM, outperform both RM and FRM. This
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Table 6: Comparisons between our proposed approaches
(WSRM and WSFRM) and the baselines on the TREC-CS
data. Significance between the differences between WSFRM
and FRM is denoted by ‘∗’ (𝑡-test with 𝑝 = 0.05)

Method Optimal Params. nDCG@5 nDCG P@5 MAP

BM25 𝑘 = 1.1, 𝑏 = 0.3 0.2747 0.2889 0.3934 0.1326
RM 𝑀 = 5,𝑇 = 25 0.2615 0.3091 0.3574 0.1437
FRM 𝑀 = 5,𝑇 = 25 0.2919 0.3418 0.3934 0.1616

WSRM 𝑀′ = 5,𝑇 = 30 0.2746 0.3214 0.3738 0.1520
WSFRM𝑀′ = 7,𝑇 = 40 0.3147∗ 0.3576∗ 0.4230∗ 0.1727∗

indicates that automatic generation of query variants and then us-
ing the retrievability measure on them to construct the feedback
set works better in the presence of true prior beliefs about term-
level relevance. Being a precision oriented task (because real-life
use-case requires that results are to be displayed on mobile devices
with limited UI resources), it is particularly interesting to observe
the improvement of precision for POI recommendation at the top-
ranks (𝑛𝐷𝐶𝐺@5) with WSFRM. Figure 5 shows that the trends for
parameter sensitivity effects are similar to that of Figure 4.
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Figure 5: Effect of precision at top ranks (nDCG@5, P@5)
with respect to changes in #feedback documents (𝑀 ′) and
#expansion terms (𝑇 ) used in WSFRM estimation.

7 CONCLUSIONS
We proposed a concept of weakly supervised relevance models by
using the notion of retrievability from automatically constructed
query variants to improve the quality of relevance feedback. We
observed that our approach consistently improves precision at
top ranks in two different tasks, namely TREC ad-hoc and the
contextual POI recommendation. As a future exercise, wewould like
to investigate how effectively can one generate the query variants
for verbose queries, and how effective will these verbose variants
be for improving retrieval effectiveness.
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